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2017/11

630 nodes / 25200 CPU cores / 256 P100 GPUs
157 TB memory

3.4 PB storage

Omni-Path HFT 100 Gbps

4%} 1.7 PFLOPs
TOP500 #95
Green500 #31
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2018/11

252 nodes / 9072 CPU cores / 2016 V100 GPUs
193.5 TB memory

10 PB storage

InfiniBand EDR 100 Gbps

%77 9 PFLOPs
TOPS500 #20
Green500 #10
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2020/11

900 nodes / 50400 CPU cores
172.8 TB memory

9.4 PB storage

InfiniBand HDR 100 Gbps

47 2.7 PFLOPs
TOPS500 #181
Green500 #69
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v IEBFEI M, AREREREREMR 1 TOoP500 #222 Green500 #92 —
i (2023/11) (2023/11)
HERERTfRLICPUL ERE BTG, SR By - 864 R
(UG BRI, AEBE . BPEL, BRSO AR T o s
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A

CPUM %% Intel Xeon Platinum 8480+ Nvidia Grace CPU

' 56 Cores 2.0GHz *2 Superchip 144 Cores
— = irpe]
o DI‘EAI'LII'I‘I;‘!!E_I'! = : . B
3%8E (Rmax) 3.5 petaFLOPS (L) 0.2 petaFLOPS (TH7 )
..... P ER S 2R REAE B InfiniBand NDR 200 Gb/s
SEATRE R R IBM Spectrum Scale (GPES) 9.2 PB
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TAIWAN COMPUTING CLOUD
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https://www.twcc.ai/
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Container Compute Service

AP E GPU R FE AR Y A T
BETIEREE, #£529%M) L1
R

A% T B e 5 P A I A 8 AT AR
2%, Fifi 8 {E NVIDIA® Tesla V100
GPU, M3 A T B Ak, HE G B =
MAEER, X 5120 {HCUDAEZL
Bl 640 {# Tensor 4.y, IFE
NVLink #4TGPU . [E] A% BHe i,

B R
E R RS

High-performance Computing

A
R HHER RS

Virtual Compute Service

KB4
BT ARES

Virtual Compute Service

HE SRS, 2 GPU By Tk
R AT R BB, AEtE
30% LAk

IRIETE H A5 HPC &idiEEAT5 .
Bk 5k Bifii NVIDIA® Tesla
V100 GPU, AnR A\ T EE IR, H#E

==y v
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H
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FEREE N BN L2 A FE
S I ) ) e 4 R IR S
(VCS) {54

FEffiLinux (Ubuntu, CentOS) E¥°%
. WindowsfE¥ER#E, , BH A,
B A FERY T 2o

Fiifi Intel® Xeon® Gold 61 RFIE
e, SOERREEEE TE 2666
MHz,

LRI LRG3,
HE A AGER G, 2B
HEH, 2O REFE R

HFS /& 33 A8 48 R #2925 2o 1 HL IR
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£ B TS5 1 T B AR 2 AR

PR SO T A T R AL L - 1B(1008) 2 BRI -4 5 (FP16) A CREfE FH2GBRE [E i #1#2 —
0 {EEAT GPTALR B IRF 15 2 £l FH 2GR bt & Bl &) S~6 17 B GPU L [E 85 2 ]
A SN ) 0 ZH PR BE £25% GPURLERR 22 M LAP 1k L IERE S 2 (Out of Memory/OOM)

)
X
|
SO
LT

0 ZREGPTEAFGLIEIE T KELV]100-32GBRL[ERE 1Y PLik 55 :
GPT3/BLOOM V100 V100
Model Sige 355M | 1.3B 2.7B 678 | 2sove 13B . 20B 175B
MEM (unit: GB) 0.71 2.6 5.4 13.4 16 26 32 40 350
F\ﬁj%t(‘)"g /O;f;G‘ggfel\nffrl\yd 2.2% 8.1% 16.9% | 41.9% | 50% 81.3% 100% 125% ~1100%
v, | ~11% | ~405% | ~845% | ooM ~405% ~625% > 6400%
Running on 1 V100 GPU Y \Y A% X X, 4 V100s X, 7 V100s X, 64 V100s
Running on 1 node \4 \% A\ \% \% \4 X, ~8 nodes

2.7BLA_EHIEE S R FI e 3 BRSO S T 5 5 (Model Parallelism)bh AL, (H @ HEINE I A H 5 @ 38 B8 SRR R A

B B AT A T B AR R20BAEAY {H A I RE & 45 4E00M
175BAEAL R FE KIS B V100 Hi2h(64~72 V100s), ti FIH100-80GBTE L 753 H100E1 2524 H100s) 2, T4 31l fk
#1 https://towardsdatascience.com/language-model-scaling-laws-and-gpt-3-5cdc034e67bb P b5 MIEE AR M IBTHIIR
#2 Brown, Tom, et al. “Language models are few-shot learners.” Advances in neural information processing systems 33 (2020): 1877-1901. @ oﬁ:ﬁ_wii; iﬂ ﬂ?%ﬂg‘f‘%ﬁ?jllﬁ 7



BIEA R ARG ER  NAR

Megatron-DeepSpeed

EHiRAE GPU, BIREY BAHTER

A Multiple-Node Deep-Learning Task on Taiwania 2 BB Slurm SIEFERE, BIERANEEEIS (HPC), i

Container:
LLM model w/

(Queuing by SLURM)

MPI B, EESBEHROIBRTER, HRARNIE
BIHLUR, BFRERR |

Container:
LLM model w/

M e KB R, ORI
) £ 100 GbsE B NERS 8358 GPUTISEE, A6 R0 FH B RE

8x V100 GPUs

_/ ; ) ) EMNIER, MRERSIRORE, BRI TR
] GPU Direct B RDMAZEH#E, WBBON=E

Computing node 1 - i e Computing node 2 — ZBNVLink BER #MEKEFHHE (nfiniBand)ZEHEE, £

I 8x V100 GPUs o _
J 'g,i'g{,’gﬂiﬁ‘ \ RDMA (Remote Direct Memory Access) BT Al KBS T BE #h 2k
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0 H#EML

ASNOR

FIRBREOEHE IR, W R R R E RO,
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; ] ’ S5 365 s 3 ’
1SD 9001 IS0 27001 BS 10012/PIMS ISO 50001 . 2024
B8 BB RE B8 EE B8 BE BB i =8 8 il 2023 10H 8 @ HPC Cloud
- = Hypa Kylin (8 B @ [@
i |
2019 2021 ) |
——a 5 = =
TWCC=2ZA|Z=
2017 TAIWAN COMPUTING CLOUD )
A8 0 Petal = O O O O e 2024
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ti%1i—3% 2022
TAIWAN1TA 1 =HAEA
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20254 S BIESEA

tri LR Pt RS
{EAEMFSCER B (Trusted Research Environment, TRE)
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Hybrid Cloud Platform

iService —

Cloud Tonant .
Tools VDS EE

A\ Azure
2 Google Cloud

ElEIE

w Kubernet B

Engine
Scheduler & VMM
(OpenStack)
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fE{EAFSEERBE | (Trusted Research Environment, TRE)

L

B M Rl B e X IR T (bring analysis 10 the data), =
RABFALUEAFENHEEFREEALTLIRENENSE, ERIEEFRT
WIBAET TN i% it |

IR EE SR EMNFREZEAEZTEMNETIRE, hiEReEEREREA
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{E{EMF5EERE% ) (Trusted Research Environment, TRE)

Control Layer

Resource

B — FEHAEERER , BT TRERIRZ 23

SSLVPN (Citrix
NetScaler)

|

|

|

|

|

|

| STES AEA
I (Remote Access)
|

|

|

|

Virtualize Sensitive Zone PC

Delivery
Controller
< o s =]
q.\ G

Active sSaL License
Directory Database Server

—- 274 2| 2 & (Director)
—E 2| 2= (Studio)

StoreFront(Z T &)

|
|
|
|
|
|
Business |
|
|
|
|
|
|

Delivery I

Controller l

QIE|LIVDI AR A}
(29PC)

Virtualize Public PC

r

v o = =

Active SQL License
Directory Database Server

StoreFront(2IE{UIE)
22| 3 & (Director)

22| 22 (Studio)

(3F) Windows7
= ) = u Bt

(o)}

Resource Hosts

Network
(| 2) Windows7

USSP AT E
Resource Hosts

|

|

|

|

|

Internet :

Network I

|

|

|

|
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Tl e BEEBEES: 515 Cloud Native B fESSs 12 M HEia 2R A
o BHEBTAZMAERD ASETFERTTE 2 kR Em: 0 RS T
& BV EBEAREWRRE 2 BB IR
¢ Y% E HPC. BigData and Al-related = KRR F 2 ThEEIRES P

FEAE - 20 :EAEHE
o BBUEAEYSR
A HEE A RS
o WECR FTLAE B R B A IR % Bl ae IS, (5 sE 2Rt 28200,
o fEPRBHEE AT LIBuild 52 ¥ B R BR BE BB 25 0T U Dh e, DR nl MR IR L2, MELRTE RIS A& H P iR,
] B ETEmmiE T, AR E T 2 B L E A R
mm Al 2 B RS
o WECR FTLAE & R Fe A A IR % Bl ae IS, (5 sE 2Rt F 2R 2=,
o BEAMBURSEVREA{EHEEYR, ERImulti-region) B 1E,
OfER T Kimohee, & e % T LB 42 BlPortal, APIRYBAZE

EHTHE

o BAKEFAEHAEGFEWEENE, KPP afEVmware HH | HEHER S B /] EHEE A
 Cloud Maintenance Part B3 : #EFE B IRESTEE, & B i B 65 H 4 5 Rl g B g - B 10 FE &
P R%

o SRBEF AR i i RE AR AR
OO F REZNER M S TP I T,
o BB EWTIEEEE B A G 1, BB RSN W HERE DRI R R TR, R BRI MR,
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BERSE - 20228E
OpenStack — 7% /]

GPU: 325k A30
vCPU: 2560 core
Memory: 15 TB
Storage: 560 TB

P

J& F iR 55 APP
K8SAR %S

RN E (AWS)

SEF NPT BRI L B
a

ES

KGR
SAS/A H]

HRFS

TN BB
REE
5514

o LLMARI%

o IEEhELFRAE PR

ooL\>oo

A{EHEE - 20242E
OpenStack - NCHC

GPU: 305EH100, 205£H200
vCPU: 7680 core

Memory: 60 TB

Storage: SSD 6.6 PB, HDD 7.6 PB

R

J#& A IR %5 APP
K8SARFS

B ] B 4T BR 5

AR TR BHEETHR (ZIEBRR), E%
2] = (GE593h /25 B %)

[ A

o Bl -0 AR PR (R BEEK
w1 - B B R o B AR B AT
L FER)

o EMfgETL - GEFEE)EIRPOAEEE
POC

. HEE

el - 20255828

OpenStack - NCHC

GPU: 707 H200
vCPU: 19200 core
Memory: 150 TB
Storage: 15 PB

Multi-Region/HPC
JE I IR APP
K8SARHS

[ T B AT B A%

it FH B St TWCCSE AR B il
AR LGE F s 2% 2

HAE¥ 5% - TWCCE &
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Pl BELB-RERE GFEEMNFZS S EZTETRE)

3 : EEERIREHAEE HEREE HEBEER REFMEEHE -BREBRAE
VM size vCPU | FC{E#E | NTD//)H VM size vCPU | GLiEH#E | NTD//hEy VM size vCPU | GLiEHE | NTD//hEf
v.xXsuper 4 32 GB 7.10 Memory.small 4 32 GB 6.68 Memory.small 4 32GB 7.60
v.2xsuper 8 64 GB 14.20 Memory.medium 8 64 GB 13.37 Memory.medium 8 64 GB 15.20
v.4xsuper 16 128 GB 28.40 Memory.large 16 128 GB 26.74 Memory.large 16 128 GB 30.40
S RHERHHE

Memory.
M :
41:;?;’%5];“3” 7.6 ng‘” 6.68  v.xsuper 7.10  Edsv6 11.13  r7gdxlarge 8.95 c2d-highmem-4 8.58
+32GB
A30(24G
H100(80GB) B) g(i‘f?;ds HI00v> P5.48xlarge (8—1) ?;’jllt;agpu‘gg
:"+ - _ _ 5
3?%(}5]312(}13 192.0 ig%GB 51.54 HOB4320GB 21337 241%+256GB 26005 o0 o 320.56
+3.75TB
+120GB +3.5TB +1.5TB
H200(140GB) L4(24GB ND96isr_H200_v5 P5en.48xlarge
-y ) B ) (8—1) ] ]
3?%(35]312@ 2450 (PERERL 128%+237.5GB 40503 5 4025668 299.06
A301E) +3.5TB +3.75TB

19
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TWCC RERAE AR RE BAIE
FE SRR v v v v
EEGEH - BIREIEH
e \Y4 \% \% \%
RSGER - B T . v ve i vk
HIEEY - BREBR X v - X+ (’rﬁ»‘éﬂﬂgﬁﬁiﬂ%
bR/ EZ%@Z&% v JE FE AR5 APP FEFAR¥SAPP, in k8s | MEFIRESAPP, in k8s
(container)
Kubernetes as a Service X V¥ \ 4l v*
(Slurm) M X
LEREES
(Mf:lti-Region) X * * v
ﬁiﬁ}ﬁ% Binary NA v \%
N EHER) X v* X 20y b
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TWCC BRERSE F{EEE mmAlE
55— A e B S SHIE AR LA -
mrip | ARSI A copvnans, LT i, 8 AVM Console, (EFI B
R EES [l 8L 22 2 A& B nl k(i Bl e — | [RI B 2 2 5 B T SR v 400 Bl 22— fie £k 25 WM Console, [ZFA
BRFRLE
l Jefs FHE HJVM Console P
HEEE R R TRBh R R \% % v v
RS ER - EER X V¥ V*é%j?:ﬁ x* (BLREERE :X)
EiER -BEE R X V¥ v
BREE /BTN % v \% \%
(container) v (FEJR AR B5APP) (W& JH IR BSAPP) (in k8s)
Kubernetes as a service X \% \% \%
HPCHEEEREE .
(Slurm) v X \% %
AR EESE) X V¥ X X
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= LS ELREIRER T A3 R B e . .
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(HFS)
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AR 7 52 UDPH E P Fil, E M Headerik i€
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Auto scaling v v v v
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I TWCCZENRFS & B (e £ BB RAMH, URRR T4 8505 R AEIEAMEEER, )
— ik =CPortal — VCS/VPS
R E RS - EimieiE, RIiEEAEXE. ENER. RERE. HREE,
Z AN : HPC Job Submission
FED LN B B 65 B Bk T EAE s s A R R, DU L) TR AL,
E PERAL AR RL R O i B PR BR BT, T — % I [ B VCS/VPS Y e L IR S T2 11
B & I
Cloud Services: 71 & 2 ZCAR S AppHY )7 FU el B SaaS iR S

HFEHEHPCaaSAR %

QPR AT, HEEREIR A E, vEMEE, & (L e Emie e

3

3

Multi-Region:

e CBLE 5 i
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EHEE/EAIE  AIT B ] Frd s Rt B &R, #23UELL T8 51 -

MR — I RE T ARG R X 1B BH:RARESR
I U ° = = T L N 5
A2 e BRSSO BT PG, RESMEF S (Opensiack HEE), ZiBEHFH
BB B (VM /K8S)REPCE B S, 1 REARAEN, SEAEHETR BEHY
T Multi-region 5 i, 1|1 5t 5 2 5 5 91 8 A AREAE,
B MR, H AR RIS,
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#E: BT A EERR®E - Multi-Region ¢ o HERE: MNEBREBIAFER (BABRIRGE)
SR TRBNERRHEES, BRI RUSENRRERER, BERESTIIE 115
R, BEAREX, BRERSHEFEENRAE, EARNEREZ
HHEE.
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=% =%t S EL AT IR E HITRRERFER private cloud) TS
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b. BE b. BE 7 CUEE RS © SRS ' {E ; % ol
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 sED BBt a 53 R HPC Cloudft [ oo rehde Flow it
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VAN Y,

I

NCHCIR# %
i3
VPC (virtual
private  cloud)H
BT m, BAR
ol & K8S., % fi
HPC#: 2R S5 AR

o HEED 2K
o PEECE /A

« F&AdAgentic

NCHC Cloud
HPCA: fE |

frhit 3%
aft

FlowH0f7

29" )

29



NAR

EV R EEKERE

R . Explore solutions by industry and use case
QHEAEHEETR - iRpEE 5 i S

O HPC CloudZ% &f 6\(_@_[1 1o (€]

P Financial Services Healthcare Media & Entertainment
== N —
D Marketplace E& E‘l‘ _ u QA/J \ Bjj fi Eﬁi%ﬂ/{j‘ /J \ Bjj ) ’ *}m% % I EE Deliver enriched customer Enable new methods of care Create and deliver
_ A services, lead your industry, delivery and operational personalized consumer
and manage oversight and efficiency. experiences anywhere,
risk. Learn more anytime, on any device.

D Hlﬁ%% L%E@Té’% Learn more Learn more

i

Public Sector

Innovate citizen services,
deliver efficiencies and
optimize operations.

Learn more

0 BHEEATmDIRE STl 5%

D E E\E =] /A\IJ I§E' Telecommunications
HHE E ) Modernize infrastructure
and processes, and optimize
security operations.

A  iService & Learn more
QMRS

Q R EDashboard

Cloud Assistant

how to manage network

1. The newly created virtual network will appear in the list on Services
the virtual network management page. Wait until the state O
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VM-T EHREVM-S_EH HTTP Server, [Bl{& 2000byte FIE#}, &L
2. VM-S:EZIVM-T EBJHTTP Server, Fia] LLIE B RIE,
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0

M |ip-host == 140.110.160.47 and tcp.port == 41758

No. | Time | Source | Destination | Protocol | Length | Info
8239 29.727806 140.110.160.47 140.110.139.103 TCP 74 41758 -+ 5123 [SYN] Seq=0 Win=62314 Len=€ MSS=8902 ' ACK PERM TSval=3985862156 TSecr=0 WS=128
8241 29.729097 140.110.139.103 140.110.160.47 TCP 74 5123 - 41758 [SYN, ACK] Seq=0 Ack=1 Win=62230 Len=0{MSS=8902JSACK_PERM TSval=563779633 TSecr=3985862156 WS=128
8242 29.729813 140.110.160.47 140.110.139.103 TCP 66 41758 » 5123 [ACK] Seg=1 Ack=1 Win=62336 Len=0 TSval=3985862158 TSecr=563779633
8243 29.729837 140.110.160.47 140.110.139.103 HTTP 159 GET /large-json HTTP/1.1
8245 29.732152 140.110.139.103 140.110.160.47 TCP 66 5123 - 41758 [ACK] Seq=1 Ack=94 Win=62208 Len=0 TSval=563779636 TSecr=3985862158
8246 29.732893 140.110.139.103 140.110.160.47 TCP 233 5123 -+ 41758 [PSH, ACK] Seg=1 Ack=94 Win=62208 Len=167 TSval=563779636 TSecr=3985862158
8247 29.732950 140.110.160.47 140.110.139.103 TCP 66 41758 - 5123 [ACK] Seq=94 Ack=168 Win=62208 Len=@ TSval=3985862162 TSecr=563779636

8251 29.742708 140.110.139.103 140.110.160.47 TCP 66 [TCP Previous segment not captured] 5123 - 41758 [FIN, ACK] Seq=3039 Ack=94 Win=62208 Len=0 TSval=563779646 TSecr=3985862162

8252 29.743445 140.110.160.47 140.110.139.103 TCP 78 [TCP Dup ACK 8247#1] 41758 - 5123 [ACK] Seq=94 Ack=168 Win=62208 Len=0 TSval=3985862172 TSecr=563779636 SLE=3039 SRE=3040
9248 34.051247 140.110.160.47 140.110.139.103 TCP 78 41758 - 5123 [FIN, ACK] Seq=94 Ack=168 Win=62208 Len=0 TSval=3985866480 TSecr=563779636 SLE=3039 SRE=3040
9250 34.052691 140.110.139.103 140.110.160.47 TCP 66 5123 -+ 41758 [ACK] Seq=3040 Ack=95 Win=62208 Len=0 TSval=563783956 TSecr=3985866480

> Frame 8239: 74 bytes on wire (592 bits), 74 bytes captured (592 bits) on interface \Device\NPF_{4558A056-B8CE-4D5B-A967 80 10 20 39 82 fd 42 08 00 45 @0
> Ethernet II, Src: JuniperNetwo_82:fd:42 (20:93:39:82:fd:42), Dst: PaloAltoNetw_f2:80:10 (b4:0c:25:f2:80:10) 0010 40 00 3e 3a 74 8c 6e a@ 2f 8c 6e

' 3 ) i 14 03 @3 7b 7 00 00 00 00 a@ 02
Internet Protocol Version 4, Src: 140.110.160.47, Dst: 140.110.139.103 20 00 02 22 c6 04 92 08 @a ed 93

«.++« = Version: 4 20 00 01 83 07
. 0101 = Header Length: 20 bytes (5)

» Differentiated Services Field: @x@0@ (DSCP: CS@, ECN: Not-ECT)
Total Length: 6@
Identification:. Axhddd (4R5QK)
Flags: @x2, Don't fragment IP_MTU_DISCOVER (since Linux 2.2)

Ty TARE Vs WILINEE BEE Set or receive the Path MTU Discovery setting for a socket. When enabled, Linux will perform Path
«»+«« = Don't fragment: Set

.:0. .... = More fragments: Not set MTU Discovery as defined in RFC 1191 on SOCK_STREAM sockets. For non-SOCK_STREAM sockets,
...0 0000 0000 Q000 = Fragment Offset: O

Time to Live: 62 IP_PMTUDISC_DO forces the don't-fragment flag to be set on all outgoing packets. It is the user's
Protocol: TCP (6)
Header Checksum: ©x3a74 [validation disabled]
[Header checksum status: Unverified] The kernel will reject (with EMSGSIZE) datagrams that are bigger than the known path MTU.
Source Address: 140.110.160.47 £ : s £
Destination Address: 140.110.139.103 IP_PMTUDISC_WANT will fragment a datagram if needed according to the path MTU, or will set the
[Stream index: 87]

dl Transmission Control Protocol, Src Port: 41758, Dst Port: 5123, !

responsibility to packetize the data in MTU-sized chunks and to do the retransmits if necessary.

don't-fragment flag otherwise.
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£1& (Containerized Build)

« ZID T RZEET O A RIRZRIZED
%EﬂDockerxhﬂz
— EARIIRIEE AT
- REBREZENHER

« fEWindows Lk, &Ei&&{F AWSL2EFE
1BWSL2Z &EDocker

& im IT i -

# ZEfim 32 & AR IR R Image

$ git clone https://github.com/Zillaforge/utility-image-builder
$ cd utility-image-builder

$ make release-image-golang

# Clone #%10 T 72 0 HE
$ git clone https://github.com/Zillaforge/xxxxxx

$ make RELEASE MODE=prod release-image

# Clone Portal (User & Admin) 8 X5

$ make release-image-public

https://blog.miniasp.com/post/2025/06/14/How-to-remove-Docker-Desktop-and-install-Docker-Engine-on-Windows-with-WSL-2
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A 251EBA%E (VSCode DevContainer)

« 1B devcontainer .
- 5+E %E& BE %—ﬁ Eﬁ ﬁ i% iﬁ SR Add Dev Containér Configuration Files...

- ReRATE A B HERIMBARIRE D) | o iR S

{} devcontaii Tunnel
Dockerfile GitHub Codespace

* Fﬁﬁ*ﬁ’t‘i{# b@:;l':j‘:'“ emote Repository
— {#1 FAfE R #9AIpine Golang B &% 1815

> configs
> constants

> controller

° Fa:ﬁ % ﬁﬁ ﬁ#-lﬁ %ﬁ ﬁﬁdﬁ F}ﬁ % ceiz)ccker—co.mpose
— {5 AfHFEIIAIpine NodeJSE & IREE o

> OUTLINE
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OpenStack LDAP gRPC DB Access

Service IAM - I

LDAP Protocol

1
| gRPC
‘

pom et e + A e S

N er bR (dock
AasibBlIEX (docker-comp
VSCode i LDAPService | | PegasusIAM | | phpMyAdmin Swagger UI

’ LiidOCker-Compose-:;ﬁ?ég ﬁiﬂ“ It | | | | | or | | MariaDB (DISABLE)
« BIEN B FHEIEEVolume (fesventra ety [N o samte B et oare b
e FEANWNERRI

— Database., utility... | e
» BB L R AR AL ST s
— {130 : ;BIEXLDAPSerivice, E5EEENIAM

5
ills

MariaDB | | phpLDAPadmin |
data | J4
(CREATED) | | (DISABLE)

} tree docker-compose
docker-compose

README . md

(listen on 8888)
etc

— PegasusIAM.yaml

persistent

— docker-compose.network.yaml

— docker-compose.volume.mariadb.yaml

service
— docker-compose.iam.yaml
— docker-compose.ldapservice.yaml

system $ make Start-deV-p ersistent

— docker-compose.jaeger.yaml

— docker-compose.ldap-ui.yaml $ make Start_deV_SyStem
— docker-compose.mariadb.yaml $ make Start_dev_service

— docker-compose.swagger.yaml
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Event Publish Plugin (EPP)

- EPPAEREE, MEMEE% 0 THEHEFBRPodE
« i JTiEEBunix socket EEEPP gRPC B &), MIA~2EBTCP/IP

= ]\ SNERAPI - B HBKONGBAAEEIE TN | )
Gateway -
['-\ J : EventPublishPlugin

: VirtualRegistryManagement—-EventPublishPlugin-TrustClou

+ B B

: "/run/eventpublishplugin.sock"

| REBAPI > R TTA B BERPC EREEN |

: my_redis_sentinel

: my_redis_sentinel

: redis_sentinel

- redis-sentinel-service:26379

: password

: mymaster
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PegasuslAM (IAM)

Portal } Restful API =[ |AM w DB Access ={ IAM Table ]

4

« Z{ETEEXMRAR

— admin(@ci.asus.com

gRPC
— system(@ci.asus.com '
y N =J:-C_D = [ EEP } _ »  FromlAM
° --.1[:]]iEiiEJZ;zagif;Eé publish

L Redis
— administrator

« IAMEdOpenStack EHIE | IRIRFARE —EH—HIE
— FEiBextra HEAI R B FE

MariaDB [iam]> select account, namespace,extra from user;
s S 0 +

| account | namespace | extra
e e e e e e e e e ————————— e e e e e e e e e e e e e e e e e e P e e e e e e e e e e e e e e e e e e e e e e +

| system@ci.asus.com | ci.asus.com | {"tw-tc-adl": {"opsk": {"uuid":

"3265c76e39adc88974adec94212942d056711a2d4d509480f95fa03c16b07d4"}}} |
| admin@ci.asus.com | ci.asus.com | {"tw-tc-adl": {"opsk": {"uuid":

"6737f08dd656d4c2530ca8d26d3e840a9075731b7c690c2857bc74ecc67057fa"}}} |

| administrator

| {"iservice":{"projectSysCode":"trustedcloud"},"tw-tc-adl":{"opsk":{"uuid":"470f8268dale4e8988358a41cfb67fec"}}}
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LDAP Service (LDAP)

* IAMIREHTTP £ gRPC @5 MR 55 B E EAICRUDZF 2 4F
- (HFERE AKX L R DAPHINR 512

« %18 LDAP Service 151 FEFAFEXXBILDAP ClientE2IAM
— T~ 2B E R OpenSource LDAP &
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OpenStack LDAP Protocol LDAP oRPC e DB Ac<ie:s
KeyStone Service
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— ~2BA 1 S3 Compatible Storage E=E

cloud-storage-global.yam| @ start.go
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Virtual Registry Management (VRM)

« EIEETH VM Image
— EdOpenStack Glance_E B ¥ FERR %

OpenStack
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A
Restful API

MariaDB o

CcCcess
VRM VRM Table }

Restful API
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Virtual Platform Servic

« F10penStackig@, £O0penStackiZ L 8 ¥
FERI &R

« VPS EE#FDomainElProjectBi A& F &8

OpenStack
_4
A
Restful API MariaDB
Portal Restful API VPS Wl DB Access >m
A
gRPC
\J
[ IAM & VRM
o

trustedcloud.yaml X

rustedcloud"

loud.nchc.org. tw"

pwd_otp_

: "Extra.iservice.projectSy

: 300

[

secret"

: "default"

FAULT__"

_DEFAULT__

1
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$ git clone https://github.com/Zillaforge/mini-zillaforge-setup.git

Bl ERIRE

* prerequisite.sh

b
o
# 1. Prerequisites R

$ ./prerequisite.sh e install.sh
$ source ~/.bashrc 44 G =L
* 1&!\5. axX AE

* post-configuration.sh

$ cd mini-zillaforge-setup
$ git submodule update --init --recursive

# 2. Install services
$ ./install.sh

# 3. Configure integrations
$ ./post-configuration.sh
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